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Abstract— Real time path planning for mobile robots requires
fast convergence to optimal paths. Most rapid collision free
path finding algorithms do not guarantee the optimality of
the path. In this paper we present a Guided Autowave Pulse
Coupled Neural Network (GAPCNN) approach for mobile
robot path planning. The proposed model is a novel approach
that improves upon the recently presented Modified PCNN
by introducing directional autowave control and accelerated
firing of neurons based on a dynamic thresholding technique.
Simulation and experimental evaluation in both static and
dynamic environments confirm GAPCNN to be a robust and
time efficient path planning scheme for finding optimal paths.

I. INTRODUCTION

The development of an Intelligent Transportation System
(ITS), which can drive autonomously to a desired location,
requires solving such problems as Localization, Path Plan-
ning and Autonomous Obstacle Collision Avoidance. One
of the earliest and most well-known problems for such a
system specifically in the indoor domain, is the generation
of collision free global path for the robot to move to a
given point in a dynamic environment. Conventional path
planning approaches employed for such motion planning can
be categorized into four types including Visibility graphs
[1], [2], Cell Decomposition [3], Voronoi Diagrams [4] and
the Potential Field methods [5]. Most of these algorithms
suffer from time inefficiency in their computation and are
not meant for use in real-time path planning. Also, Potential
Field methods are known to suffer unwanted local minima
in which the robot gets stuck in a U-shaped obstacle [6].

Sampling-based algorithms such as Probabilistic Road
Maps [7] improve on the limitations of the previously
mentioned algorithms but because of their iterative nature,
they are not well suited to real-time implementations in
highly cluttered environments. Techniques that use the Monte
Carlo based growing data structures like Rapidly Growing
Random Trees [8], [9], can find paths in complex envi-
ronments but they are proven not to approach optimality.
RRT* [10], however, does approach optimality but requires
infinite iterations to do so. Search algorithms ( e.g A* [11]
) have also been employed for global free path searching. In
case of weighted A*, selection of suitable weights is itself
a problem and inaccuracy in weights results into suboptimal
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paths. More recently genetic algorithms [12], [13] and fuzzy
approaches [14], [15] have been proposed for collision free
path planning. Optimality of path returned by fuzzy planners
is dependent on the quality of rules and often end result is
a suboptimal paths.

Neural network approaches have also been employed for
efficient planning of the shortest path. Glasius et al. [16]
devised a method based on Hopfield network for motion
trajectory generation while avoiding obstacles. More recently
cellular neural network [17] and reinforcement learning [18]
based algorithm have also been presented. Another promising
approach is the use of a Pulse Coupled Neural Network
(PCNN) which is a biologically inspired algorithm capable
of emulating the behavior of a cat’s visual cortices [19]. After
the earlier work on PCNN done by Johnson [20]- [21], the
algorithm has been subject to extensive research in various
fields such as image processing and pattern recognition [22].
By employing the autowave approach in the PCNN, Caulfield
and Kinser [23] proposed a method to solve maze problems.
Their approach finds the shortest path where computational
complexity is related to the path length. However this ap-
proach needs a large number of neurons to find paths in
large mazes thereby making it computationally expensive.
Improving on the limitations of the aforementioned PCNN
approach, a modified PCNN (MPCNN) model was recently
introduced by Qu et al. [24] which has been proven to be
more efficient than most of the algorithms. The modified
model requires fewer neurons than the Caulfield and Kinser
model, guaranteeing the shortest path and a solution that is
independent of the complexity of the search space. However,
since the model employs an unconstrained autowave, it
searches the whole space irrespective of where the target
position is located, hence unconstrained search leads to time
inefficiency.

In order to facilitate an informed search, we present a
novel path planning approach that employs a directionally
constrained Guided Autowave Pulse Coupled Neural Net-
work (GAPCNN) model. The model, which works on a 2D
configuration space, uses the position of target neuron to
focus a controlled search in its direction. Also, it employs
a variable threshold unique to each neuron. These modifi-
cations enable the proposed scheme to significantly improve
the optimal path query times, in both static and dynamic
settings, as compared to the MPCNN.

Rest of the paper is organized in the following manner.
Section II covers some related research on MPCNN based
path planning. The proposed GAPCNN model is described in
Section III. Section IV deals with the comparison of MPCNN
and GAPCNN. In Section V, simulation and experimental
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Fig. 1: The GAPCNN Model.

results are discussed. Finally conclusions are given in Section
VI.

II. MPCNN BASED PATH PLANNING

Here we briefly review some fundamental concepts of
MPCNN algorithm for mobile robot path planning. MPCNN
considers the environment map as a 2D grid of neurons.
Then current robot position and target location are identified.
To find the shortest path, search proceeds through the use
of a circular autowave. The autowave propagates through
coupling of the neighboring neurons. When the internal
activity of a particular neuron exceeds the threshold level,
it fires. Initially the target neuron’s internal activity is set
greater than the threshold level i.e. a necessary condition
to initiate the firing process. The firing of a neuron is
followed by coupling process in which neighboring neurons
are bonded by a parent-child relationship. Subsequently the
internal activity of the neighboring neurons increases with
time. This firing pattern propagates outwards in the form of
a wave until the robot neuron is reached. In this process,
internal activity of the obstacle neurons is kept zero, hence
avoiding their firing. Path is traced backwards from robot to
target through the parental sequence neurons.

An analysis of the algorithm reveals that it suffers in two
important aspects. Firstly it utilizes an uninformed search
behavior. To find the shortest path it propagates a wave
in all directions, not using the available information which
could be utilized to perform an intelligent search. Secondly
MPCNN assigns the same threshold level to all the neurons
in the provided map. As we demonstrate in this paper, grad-
ual decrease in the threshold in the direction of the possible
solution can be utilized to find the shortest path with better
time efficiency. We term the new model as Guided Autowave
PCNN (GAPCNN). GAPCNN utilizes informed search and
threshold constraints by employing mathematical expressions
of least computational complexities; thereby leading to a
computationally efficient solution to the presented problem.
Moreover, firing rate based wavefront expansion ensures its
completeness. GAPCNN outperforms the previous method
with the same path planning results, but with much more
time efficiency.

III. GAPCNN MODEL

The GAPCNN model for a single neuron i is shown in
Fig.1. The model is based on the MPCNN in [24] which has
a laterally connected grid structure of neurons over the entire
search space. Each neuron in the space is connected only
to its immediate neighbors. The neighbors of a particular
neuron are said to be in its straight connected set Ns if
their Euclidean distances from the neuron are 1. Likewise
the neighbors are said to be in the slantwise connected set
Nd of the neuron if their Euclidean distances are

√
2. The

neurons need not be actually spaced a unit distance (or
√

2 in
slantwise direction) apart from each other. The neurons can
be placed at greater distances for less cluttered environments,
provided the adherence to straight and slantwise connection
rules is ensured i.e. slantwise distance is always greater than
straight and in proportion with the above mentioned distances
. A neuron is said to fire at time T if Yi(t) = 1 at t = T
and Yi(t) = 0 for all t ̸= T . It is important to note here that
a neuron only fires once in its lifetime. A neuron i fires
only if some neuron in its neighborhood Ni fires and sets
it up to fire at some later time. The neuron is said to be
its temporary parent NP∗

i and its firing time is denoted as
tNP∗

i . If another neuron in the same neighborhood fires and
if it can make neuron i fire earlier, then it will become the
new temporary parent of i. When a neuron fires at some time
t i

f ire it records its current temporary parent as its actual parent
with its parent firing time tNP

i . The model differs from the
MPCNN model in two ways. First the threshold function of
the proposed model is a function of time t and distance λ
from the target while the MPCNN threshold is a function of
time only. The modified threshold has distinct values over
the whole space and it decreases towards the target neuron.
The threshold for ith neuron can be written as:

θi(t,λ ) =


θinit for t < tNP∗

i

θi j −λi for tNP∗
i ≤ t < t i

f ire

θ f for t > t i
f ire

(1)

where θinit and θ f are constants. θ f is set to be a very large
value which ensures that the neuron may not fire more than
once and θi j is given as:

θi j =

{
θs if j ∈ Ns

θd if j ∈ Nd (2)

where j is the temporary parent of neuron i; θs and θd are
constants and λi is the normalized distance of the ith neuron
from the target neuron given by:

λi = A
(

1−
Dtarget

Dmax

)
(3)

Here Dtarget is the Euclidean distance from the target neuron,
Dmax is taken as the distance between the two farthest
neurons in the network, and A is a constant.

Second major difference of the proposed model from the
MPCNN model is the actual directional constraining of the
autowave. This is achieved by employing an angle modifi-
cation in the original differential equation ( as proposed in
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Fig. 2: Illustration of the direction constraint.

[24]) of the internal activity. The proposed internal activity
value Ui(t) is given by:{

dUi(t)
dt = Fi +CLi t ≥ tNP

i

U(tNP
i ) = 0

(4)

Where C is a constant Fi(t) and Li(t) are the linking and
feeding fields given by:

Li(t) = f (YN1 , . . . ,YNk , t) =

{
0 if t < tNP∗

i

1 otherwise
(5)

Fi(t) =−g(wiN1 , . . . ,wiNk ,ψ, t)Ui(t) (6)

Here g is a function of time t , connection weights among
the k neighbors and the directional constraint ψ and is given
by:

g(wiN1 , . . . ,wiNk ,ψ, t) =

{
0 if t < tNP∗

i

µ(wi j)+ψi if t > tNP∗
i

(7)

where µ(wi j) is given by:

µ(wi j) =
B

wi j
=

{
B if j ∈ Ns

B√
2

if j ∈ Nd (8)

The directional constraint is given by:

ψi = K(α −βi) (9)

where α is the principle angle of the robot from the target
which is calculated by assuming a coordinate system with
the origin at the target. βi is the angle of the ith neuron
from the target. The angle calculations are illustrated in
Fig. 2 and the orientation of this axis is predefined and all
angle computations shall be carried out with reference to this
orientation. K is given as:

K = pδ (10)

Here p is the proportionality constant, δ is the difference in
the firing rate of neurons at time step t and t+1. A decrease
in firing rate indicates obstruction in front of wavefront,
which would consequently decrease K thereby opening the
wavefront.

The output Yi(t) of a neuron is given by:

Yi(t) = Step(Ui(t)−θi(t,λ )) =

{
1 if Ui(t)≥ θi

0 otherwise
(11)

(a) MPCNN (b) GAPCNN

Fig. 3: Search space.

(a) K = 0.2 (b) K = 0.75

(c) K = 1 (d) K = 5

Fig. 4: Closing of autowave face with different values of K.

IV. MPCNN VS. GAPCNN

GAPCNN is designed to avoid unnecessary propagation of
the autowave by imparting a directional behavior and also to
boost up the directed neuron’s energy in order to accelerate
neuron firing.

A. Wave Propagation Control

The search space of the original MPCNN and the
GAPCNN is depicted in Fig. 3. In all the subsequent figures
the blue region represents the search space of the algorithms,
green shows the target neuron, red is the robot neuron while
yellow represents the path planned by the scheme. The
MPCNN wave propagates equally in all directions regardless
of the location of the robot while the GAPCNN wavefront
only propagates in a small region around the target reducing
the number of neurons that have fired (blue area). Two
parameters K and A are introduced in the modified PCNN
model. K controls the opening and closing of the face
of guided autowave. Fig. 4 demonstrates the influence of
parameter K on the wave behavior. The face of the autowave
opens with lower values of K and closes as K increases.

The magnitude of K is controlled based on the difference
in the firing rate of neurons at each time step i.e. upon
a decrease in the firing rate in successive iterations, the
value of K increases, causing the wavefront to expand.
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(a) MPCNN (b) GAPCNN

Fig. 5: Threshold for grid of MPCNN and GAPCNN.

Thus, whenever the directed wave gets stuck against an
obstacle, the wavefront expands, allowing the autowave to
go around the obstacle. This guarantees superior efficiency
of GAPCNN over MPCNN even in scenarios where no
relatively straight collision free path exists. Also when the
rate of firing diminishes to zero, this will indicate that there
is no route between the target and the robot thereby ensuring
completeness of the approach.

B. Dynamic Threshold Control

In GAPCNN each neuron of the grid possesses a unique
threshold in accordance to its location whereas in MPCNN
each neuron was associated with the same threshold level. It
can be seen that while the MPCNN Fig. 5(a) has a constant
threshold for all the neurons, GAPCNN threshold is dynamic
and it significantly decreases as we approach the neurons in
the vicinity of the robot neuron Fig. 5(b).

Dynamic thresholding improves the computational effi-
ciency by allowing the neurons to fire earlier as compared to
MPCNN. On the other hand it foils the possibility of false
firing by providing suitable threshold level to all the neurons.
In proposed model parameter A impacts the propagation
speed of the autowave. Larger values in A decrease the wave
propagation time as given in Table. I.

TABLE I: Execution time vs. parameter A.

Value of Parameter A Execution time [s]
0.01 1.0
0.5 0.85
1.0 0.71
3.0 0.59
6.0 0.28

C. Performance Comparison

In order to gauge the performance improvements of
GAPCNN in comparison with MPCNN, path query was
performed in various situations. For the case of local minima
(Fig. 6(a) and (b)), the proposed scheme successfully finds
the path while still achieving a faster execution than the
MPCNN. Note that the search space is almost halved. Graph
shown in Fig. 7 presents the query times of the two algo-
rithms for 200 test environments with randomly generated
obstacle placements. The mean execution time of MPCNN
for the results given in Fig. 7 is 11.82 milliseconds whereas

(a) MPCNN (b) GAPCNN

Fig. 6: Path planning in the presence of a local minima.

Fig. 7: Query times of MPCNN and GAPCNN.

that of GAPCNN is 3.57 milliseconds. The mean time
improvement here is 8.25 milliseconds which corresponds
to a 70% time improvement. From Fig. 7 it is clear that
in all of the path queries, GAPCNN performs significantly
better than MPCNN in terms of time taken to determine the
optimal path.

V. RESULTS

Extensive testing of the algorithm has demonstrated its
suitability for path planning in various real world scenarios.
Here we present some of the results showing path planning
using GAPCNN in both static as well as dynamic environ-
ments.

Fig. 8: A path planned in a 2D SLAM environment.

A. Simulation Results

2D SLAM maps generated in different real world envi-
ronments were used to test the performance of proposed
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Fig. 9: Another path planned in a 2D SLAM environment.

algorithm. Figs. 8 and 9 present the paths planned in two
different environments by GAPCNN. It can be observed in
these figures that GAPCNN does not search the complete
environment but follows a directed search pattern.

To ascertain the performance of the proposed method in
dynamic world environments, simulations were carried out
using Player/Stage [25]. In Figs. 10 to 12 the bottom figures
show the path planned for the robot by GAPCNN at the
present time step given the current obstacle proximity and
is drawn in green color. Black shows the obstacles whereas
the robot is drawn in red. The corresponding figures at the
top present the trajectories actually followed by the dynamic
obstacles and the robot in the Player/Stage simulation uptil
that time step. This includes replanned robot trajectory using
GAPCNN in order to accommodate the dynamically altering
obstacle arrangement. In Player/Stage figures there are two
dynamic obstacles, one with a blue trajectory (obstacle ‘A’)
and the other with a green trajectory (obstacle ‘B’) while red
shows the robot and its trajectory as determined using the
GAPCNN-based intelligent path planning scheme.

Fig. 10 presents a test case in which obstacle ‘A’ is on
a head-on collision course with the path planning robot. A
straight path exists from robot to target but its obstructed by
this obstacle. Fig. 10(a) shows initial path planned to avoid
head on collision with obstacle ‘A’. Curvilinear path taken by
robot ‘R’ in Fig. 10 (b and c)shows the avoidance behavior
of the proposed method. Next the robot is intercepted by
obstacle ‘B’ and it evades collision by rerouting the path to
the left as shown in Fig. 10 (d). Fig. 10 (e) the complete
trajectories of robot and obstacles is presented.

Fig. 11 simulates a similar situation with an additional
static obstacle. Fig. 11 (a and b) shows avoidance of possible
collision with obstacle ‘A’. Fig. 11 (c) presents how collision
with static obstacle is avoided. In Fig. 11 (d), the robot
determines that the optimal path is in front of obstacle ‘B’,
and by moving in a curvilinear pattern it avoids obstacle ‘B’

Fig. 12 shows another generally encounter path planning
problem in which the target is dynamic. Here target is
moving in a sinusoidal manner. Robot moves towards right
as long as the target is moving right as shown in Fig. 12 (a,
b and c) and drastically readjusts its direction towards left
as target start moving left( Fig. 12 (d)). Fig. 12 (e) shows
the robot following the target until it intercepts it.

B. Experimental Results

In order to validate the modifications carried out in the
existing model of MPCNN, experimental evaluation was
carried out using a P3AT mobile robot with vision based
environment perception system. Microsoft Kinect was used
to provide life feed of the robot workspace. Each object in
the environment is identified by the color of its marker(color
circles possessed by each object).

In the first stage experiments were carried out in a static
environment setting where three obstacle are placed in the
environment. The robot follows the planned path initially
but soon it deviates due its dynamic constraints. The path
is continuously replanned until the robot reaches its goal
as shown in Fig. 13. This experiment was repeated thrice
in identical setting and compared with the simulation result
of this exact scenario as shown in Fig.15(a).The results
obtained in the experiment are close to simulation whereas
random variations in the robot dynamics slightly deviates
experimental curves from the simulation curve.

Likewise an experiment was conducted in a dynamic
environment, with three static and one dynamic obstacle as
shown in Fig. 14. As given in Fig. 14 the path planner
continuously reroute its path in accordance with the position
of the dynamic obstacle in order to avoid it. Repeatedly
similar robot trajectories were achieved as shown in Fig.
15(b) with comparably small variation from the simulation
trajectory. Deviation from the simulation trajectory is partly
because of low update frequency of robot control parameters
for experimental cases as compared to that of the simulations
and partly because of the stochastic dynamics of the real
robot as compared to the simulation robot.

It is important to note that the parameters used in the
GAPCNN model are independent of the configuration space
and a property of an individual neuron. Same parameters
shall work irrespective of the environment in which path is
being planned.

VI. CONCLUSION

A novel approach based on a modified PCNN is presented
for real time path planning and obstacle avoidance of mo-
bile robots. Guided and adaptive behavior of the wave has
resulted in significant improvement in path query time. Time
efficiency of the algorithm proves that it can be used for
path planning of static as well as dynamic environments.
Simulation and experimental results have shown that the
GAPCNN has a significant time improvement from that of
the MPCNN while retaining all of its capabilities.

Research is being carried out to extend the algorithm to
include environments with uncertain robot, target and barrier
locations. In addition to this dynamics constraints shall be
introduced to the detected paths, thereby facilitating the
motion of mobile machine.
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