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Abstract

In this paper, we develop a unified framework for analyzing the tracking error and dynamic
regret of inexact online optimization methods under a variety of settings. Specifically, we lever-
age the quadratic constraint approach from control theory to formulate sequential semidefinite
programs (SDPs) whose feasible points naturally correspond to tracking error bounds of vari-
ous inexact online optimization methods including the inexact online gradient descent (OGD)
method, the online gradient descent-ascent method, the online stochastic gradient method, and
the inexact proximal online gradient method. We provide exact analytical solutions for our pro-
posed sequential SDPs, and obtain fine-grained tracking error bounds for the online algorithms
studied in this paper. We also provide a simple routine to convert the obtained tracking error
bounds into dynamic regret bounds. The main novelty of our analysis is that we derive exact
analytical solutions for our proposed sequential SDPs under various inexact oracle assumptions
in a unified manner.

1 Introduction

The connections between optimization and control theory are deep and fundamental. There is
a recent trend of research tailoring the quadratic constraint approach from control theory [26]
for unified analysis and computer-aided design of iterative optimization algorithms [1–4, 6, 11–14,
16–19, 24, 27, 28, 30, 31, 34, 35, 40, 42]. In these works, Lyapunov arguments have been combined
with quadratic constraints to derive small semidefinite programs (SDPs) whose feasible points
correspond to convergence or robustness guarantees of iterative optimization algorithms (see [23]
for a recent survey). An advantage of such a SDP-based approach is that the resultant SDP
conditions can be typically modified in a modularized manner to address different assumptions on
the gradient oracle (e.g. being noisy [1] or inexact [12, 17, 24]). In the setting where the objective
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function is stationary and does not change over time, the quadratic constraint approach has led to
novel SDP conditions that naturally cover the complexity analysis of momentum-based accelerated
methods [2,3,11,16,24,30,35,40,42], proximal/operator-splitting methods [6,14,28,31], distributed
gradient-based methods [4, 13, 34, 35], and stochastic finite-sum methods [18, 19]. However, in
many practical settings, the objective function is changing over time, and there is a significant gap
between the above quadratic constraint framework and the current theory of time-varying online
optimization [7, 15, 25, 32, 33]. In this paper, we bridge this gap via developing a sequential SDP
approach streamlining the analysis of inexact online optimization methods.

For illustrative purposes, consider time-varying cost functions ft : R
p → R, where t ∈ {0, 1, 2 · · · }

is the time index. The popular online gradient descent (OGD) method iterates as

xt+1 = xt − αt∇ft(xt), (1)

where at each time step, the decision variable is updated using the gradient of the objective function
at time t. Such algorithms take full advantage of the available streaming data and can be used
to exploit the time-varying nature of dynamic environments. Noticeably, regret and tracking error
have been used as two main performance metrics for online optimization algorithms. Regret has
been extensively studied in the online learning literature and provides a precise characterization of
the exploration-exploitation trade-off in decision making tasks including online portfolio selection
and web ranking [15,32], while tracking error is a popular metric quantifying the tracking capability
of online algorithms in applications related to target tracking, signal detection, and path estima-
tion [7, 10, 25, 33]. Both metrics provide complementary benefits and are vital for understanding
the performance of online optimization methods.

In this paper, we are particularly interested in analyzing the tracking error and dynamic regret
of inexact online optimization methods. Currently, tracking error analysis for online optimization
methods are still performed in a case-by-case manner, with the help of deep expert insights [7, 10,
25,33]. Such analysis may not be generalizable when the underlying assumptions on the oracle are
changed. For example, the tracking error analysis of OGD in [25] cannot be directly applied to
address the case where the online gradient oracle is subject to some relative error. Therefore, it is
beneficial to develop more coherent techniques for such analysis. In this paper, we present a unified
SDP-based analysis which covers a large family of inexact online optimization methods in both the
deterministic and stochastic settings. Our contributions are summarized as follows.

1. We leverage control theory to formulate sequential SDP conditions whose feasible points nat-
urally correspond to upper bounds for tracking error1 of various inexact online optimization
methods including inexact OGD, stochastic OGD, and the inexact proximal online gradient
descent (IP-OGD) method.

2. We present exact analytical solutions to our proposed sequential SDPs, leading to the sharpest
tracking error bounds that can be obtained via our proposed SDPs. These new tracking error
bounds provide insights for understanding the performance of online optimization methods
in the presence of oracle inexactness. In addition, our analysis leads to the first bound on the
mean-square tracking error of IP-OGD, complementing the origial L1 error bounds presented
in [7].

1Suppose x∗

t is the global minimum for ft, and {xt} is generated by some online algorithm. In this paper, the
tracking error is measured as ‖xt − x∗

t ‖
2 in the deterministic setting or E ‖xt − x∗

t ‖
2 in the stochastic setting.
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3. We provide a simple routine converting our tracking error bounds into dynamic regret bounds.
This leads to new dynamic regret bounds for the inexact online algorithms studied in this
paper.

Related work. Previously, quadratic constraints have been leveraged to formulate sequential SDPs
for analyzing biased stochastic gradient descent (SGD) with inexact oracle [17]. On the conceptual
level, our sequential SDP approach can be viewed as an extension of the work in [17] to the
online setting. However, a unique novelty of our paper is that we obtain exact analytical solutions
for our proposed sequential SDP conditions via rigorous algebraic arguments. In contrast, the
sequential SDPs in [17] have not been exactly solved in an analytical manner. Specifically, the
biased SGD bounds in [17] are obtained via choosing a particular feasible point under the guidance
of numerical simulations, and it remains unclear whether the chosen feasible point gives the optimal
solution for the original sequential SDPs or not (see [17, Section 2.2] for a detailed discussion).
Therefore, the exact SDP solutions obtained in this paper complement the original analysis in [17]
and further strengthen our understanding of the quadratic constraint approach. Another related
line of work that uses SDPs to analyze optimization methods is built upon the formulation of the
performance estimation problem (PEP) [9, 37, 38]. When the objective function is stationary, the
PEP framework can be applied to obtain tight upper and lower bounds for worst-case performance
of first-order optimization methods under various settings [5, 8, 20–22, 29, 36–38]. Currently, the
PEP framework has not been adapted to the online setting. Given the fundamental connection
between the quadratic constraint approach and the PEP framework [39], it is possible to extend
the PEP framework for tight tracking error analysis of online optimization methods. This is an
interesting future task.

1.1 Notation

The p × p identity matrix and the p × p zero matrix are denoted as Ip and 0p, respectively. The
Kronecker product of two matrices A and B is denoted by A ⊗ B. When a matrix P is negative
semidefinite (definite), we will use the notation P � (≺)0. A differentiable function f : Rp → R

is L-smooth if ‖∇f(x) −∇f(y)‖ ≤ L‖x − y‖ for all x, y ∈ R
p and is m-strongly convex if f(x) ≥

f(y) +∇f(y)T (x − y) + m
2 ‖x − y‖2 for all x, y ∈ R

p. Let F(m,L) denote the set of differentiable
functions f : R

p → R that are L-smooth and m-strongly convex. For any f ∈ F(m,L) with
m > 0, there exists a unique x∗ satisfying ∇f(x∗) = 0, and the following inequality holds for any
x ∈ R

p [24, Proposition 5]:

[

x− x∗

∇f(x)

]T [ −2mLIp (L+m)Ip
(L+m)Ip −2Ip

] [

x− x∗

∇f(x)

]

≥ 0. (2)

However, a function satisfying the above inequality may not be convex. The set of differentiable
functions satisfying (2) with some unique global minimum x∗ is denoted as S(m,L). This class
of functions has sector-bounded gradients. The condition (2) is closely related to the regularity
condition in the signal processing literature [42, Appendix A]. Obviously, we have F(m,L) ⊂
S(m,L).

1.2 Problem setting

In this paper, we consider time-varying objective functions ft : R
p → R, where we recall that t is

the time index. Depending on the algorithm to be analyzed, we will assume either ft ∈ F(mt, Lt)
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or ft ∈ S(mt, Lt). The global minimum of the objective function at time t is denoted as x∗t . We
further assume that the sequence {σt} satisfies the following inequality for all t:

∥

∥x∗t+1 − x∗t
∥

∥ ≤ σt. (3)

Here {σt} can be viewed as prescribed bounds characterizing how fast the global minimum changes
over time. Finally, for ease of exposition, we adopt the following notation:

Yt :=

[

2Ltmt − (Lt +mt)
− (Lt +mt) 2

]

, Mt =

[

2mt −1
−1 0

]

,

µt :=

{

1−mtαt if 0 ≤ αt ≤ 2
mt+Lt

αtLt − 1 if 2
mt+Lt

≤ αt ≤ 2
Lt

(4)

where αt is the stepsize for the underlying online optimization method to be analyzed.

2 Preliminaries: A sequential SDP framework for algorithm anal-

ysis

Built upon the work in [17], we first present a general routine that can be used to formulate
sequential SDPs for tracking error analysis of online optimization algorithms. For ease of exposition,
we adopt the dissipativity perspective on the quadratic constraint approach from [16]. First, we
introduce the following discrete-time dynamical system in the linear state-space form:

ξt+1 = ξt + (Bt ⊗ Ip)wt, (5)

where ξt ∈ R
p is the state, Bt ∈ R

1×q is some input matrix, and wt ∈ R
nw is the input. To make the

dimensions compatible, we have nw = pq. We can interpret wt as a driving force, and a key concept
from dissipativity theory is the supply rate condition which characterizes the energy change in the
state ξt due to the input wt. In this paper, we consider the supply rate condition in the quadratic
constraint form:

[

ξt
wt

]T

(X
(j)
t ⊗ Ip)

[

ξt
wt

]

≤ Λ
(j)
t , (6)

where X
(j)
t ∈ R

(1+q)×(1+q) and Λ
(j)
t ∈ R are pre-specified for j = 1, 2, . . . , J . The left side of (6) can

be viewed as the energy supplied from the driving force wt to the internal state ξt, and Λ
(j)
t just

provides an upper bound for the supplied energy. Later we will show that many online optimization
algorithms can be recast in the form of (5) (with ξt being the tracking error at t) subject to some
supply rate condition (6). The tracking error analysis reduces to finding tight upper bounds on
‖ξt‖2 (in the deterministic setting) or E ‖ξt‖2 (in the stochastic setting). Our analysis relies on the
following standard result from dissipativity theory [16,41].

Proposition 2.1. Consider (5) subject to the supply rate condition (6). If there exist non-negative

scalars {λ(j)t }Jj=1 and ρt such that the following condition holds

[

1− ρ2t Bt
BT
t BT

t Bt

]

�
J
∑

j=1

λ
(j)
t X

(j)
t , (7)

4



then the iterations of (5) satisfy ‖ξt+1‖2 ≤ ρ2t‖ξt‖2 +
∑J

j=1 λ
(j)
t Λ

(j)
t . In addition, we can obtain the

following bound if (7) holds for all t:

‖ξt‖2 ≤
(

t−1
∏

k=0

ρ2k

)

‖ξ0‖2 +
t−1
∑

k=0





(

t−1
∏

l=k+1

ρ2l

)





J
∑

j=1

λ
(j)
k Λ

(j)
k







 . (8)

Proof. For completeness, we briefly sketch the proof. From (7), we directly have

[

ξt
wt

]T ([
1− ρ2t Bt
BT
t BT

t Bt

]

⊗ Ip

)[

ξt
wt

]

≤
J
∑

j=1

λ
(j)
t

[

ξt
wt

]T
(

X
(j)
t ⊗ Ip

)

[

ξt
wt

]

. (9)

From (5), it is easy to verify that the left side of (9) is equal to ‖ξt+1‖2 − ρ2t ‖ξt‖2. Hence we

can use the supply rate condition (6) and the non-negativity of {λ(j)t }Jj=1 to prove ‖ξt+1‖2 ≤
ρ2t‖ξt‖2 +

∑J
j=1 λ

(j)
t Λ

(j)
t . Then we can use induction to show ‖ξt‖2 ≤

(

∏t−1
k=0 ρ

2
k

)

‖ξ0‖2 + Ct where

{Ct} is calculated from the recursion Ct+1 = ρ2tCt +
∑J

j=1 λ
(j)
t Λ

(j)
t initialized at C0 = 0. It is

straightforward to verify that Ct is equal to the second term on the right side of (8). This completes
the proof.

As we will show later, Proposition 2.1 can be used to obtain various tracking error bounds for

online optimization methods. Fixing Bt and {X(j)
t }, the condition (7) is linear in ρ2t and λ

(j)
t , and

hence becomes a linear matrix inequality (LMI) whose feasibility can be verified using SDP solvers.

Let Tt ⊆ R
J+1
+ denote the set of tuples

(

ρt, λ
(1)
t , . . . , λ

(J)
t

)

that satisfy the LMI condition (7). Based

on (8), any feasible point in the Cartesian product
∏t−1
k=0 Tk will lead to an upper bound on ‖ξt‖2.

A key issue in computing useful tracking error bounds is how to choose {ρt} and {λ(j)t } such that
the right side of (8) is minimized. The best bound that can be obtained for ‖ξt‖2 via the LMI (8)
should be the solution of the following minimization problem:

minimize
(ρk ,λ

(j)
k

)∈Tk ,0≤k≤t−1

(

t−1
∏

k=0

ρ2k

)

‖ξ0‖2 +
t−1
∑

k=0





(

t−1
∏

l=k+1

ρ2l

)





J
∑

j=1

λ
(j)
k Λ

(j)
k







 . (10)

By applying the argument in [17, Section 2.2], one can show that the above problem can be exactly
solved using a sequential SDP approach which is formalized below.

Proposition 2.2. Denote the global optimal solution for (10) as Ût. Set Û0 = U0 = ‖ξ0‖2. Then
the sequence {Ût} satisfies the following recursion

Ût+1 := minimize
(ρt,λ

(j)
t )∈Tt



ρ2t Ût +

J
∑

j=1

λ
(j)
t Λ

(j)
t



 . (11)

Proof. Denote the cost function in (10) as Ut. We can verify that {Ut} can be recursively calculated

via Ut+1 = ρ2tUt +
∑J

j=1 λ
(j)
t Λ

(j)
t with the initialization U0 = ‖ξ0‖2. Therefore, we can rewrite (10)
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as

Ût := minimize
(ρk,λ

(j)
k

)}t−1
k=0

Ut

subject to Uk+1 = ρ2kUk +
J
∑

j=1

λ
(j)
k Λ

(j)
k ,

(

ρk, λ
(j)
k

)

∈ Tk, 0 ≤ k ≤ t− 1

The rest of the proof is almost identical to the proof of Proposition 1 in [17]. We can use a similar
dynamical programming argument, and the details are omitted.

For every t, the subproblem (11) reduces to a SDP, since the cost is linear in ρ2t and λ
(j)
t . Hence

we can follow a unified analysis routine including the following two steps.

1. Rewrite the online algorithm to be analyzed in the form of (5) with some supply rate condition
(6). The state ξt should be set up as the tracking error.

2. Apply Proposition 2.1 to obtain the LMI condition (7), and solve the sequential SDP problem
(11) to bound ‖ξt‖2.

For the purpose of deriving closed-form tracking error bounds, we need to obtain the exact analytical
solutions of the sequential SDP problem (11). This is not an easy task. As a matter of fact, the
sequential SDPs in [17] have not been solved analytically. To illustrate this issue, let us consider
the exact OGD update rule (1). We denote et = x∗t − x∗t+1, and then the OGD iteration (1) can be

rewritten as xt+1 − x∗t+1 = xt − x∗t − αt∇ft(xt) + et. If we set ξt = xt − x∗t , wt =
[

∇ft(xt)T eTt
]T

,
and Bt =

[

−αt 1
]

, then the OGD update rule (1) can be viewed as a special case of (5). The
supply rate condition depends on the assumptions on {ft}. If ft ∈ S(mt, Lt) and

∥

∥x∗t+1 − x∗t
∥

∥ ≤ σt,
then we have

[

xt − x∗t
∇ft(xt)

]T [ −2LtmtIp (Lt +mt)Ip
(Lt +mt)Ip −2Ip

] [

xt − x∗t
∇ft(xt)

]

≥ 0, ‖et‖2 ≤ σ2t .

It is straightforward to rewrite the above two inequalities in the form of the supply rate condition (6)

(for j = 1, 2) with X
(1)
t = diag(Yt, 0), Λ

(1)
t = 0, X

(2)
t = diag(0, 0, 1), and Λ

(2)
t = σ2t (recall that Yt

is defined in (4)). Based on Proposition 2.1, If there exist non-negative scalars (ρt, λ
(1)
t , λ

(2)
t ) such

that:





1− ρ2t −αt 1
−αt α2

t −αt
1 −αt 1− λ

(2)
t



+ λ
(1)
t





−2Ltmt Lt +mt 0
Lt +mt −2 0

0 0 0



 � 0, (12)

then the OGD method (1) satisfies
∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2t ‖xt − x∗t ‖2 + λ
(2)
t σ2t . Based on Proposition

2.2, the tightest tracking error bound that can be obtained from the LMI (12) for exact OGD is
given by the following sequential SDP problem:

Ût+1 = minimize
(ρt,λ

(1)
t ,λ

(2)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t , (13)

6



where Tt ⊆ R
3
+ denotes the set of tuples

(

ρt, λ
(1)
t , λ

(2)
t

)

that satisfy the condition (12). Getting an

exact formula for Ût is not easy. Getting an upper bound on Ût is less difficult, since one can just
choose one particular feasible point without arguing about its optimality. Specifically, we can set
νt =

σt

µt

√
Ût

and then verify that (12) is feasible with the following choice of decision variables2:

ρ2t = µ2t (1 + νt) , λ
(1)
t =

µtαt
Lt −mt

(1 + νt) , λ
(2)
t = 1 +

1

νt
.

Consequently, we have Ût+1 ≤ (µt
√

Ût + σt)
2. The original sequential SDP analysis in [17] is

exactly based on choosing particular feasible points (without arguing about optimality). However,
obtaining the tightness is more difficult. Next, we will develop novel algebraic arguments to derive
exact analytical solutions for the sequential SDP problem (11) formulated for various inexact online
optimization methods. One of the results that we will develop for the inexact OGD method will
actually cover the exact OGD analysis as a special case and states that the exact solution for (13)

is actually given by Ût+1 = (µt
√

Ût + σt)
2 (see Remark 3.1 in Section 3.1).

3 Tracking error bounds for inexact OGD

We start from applying our sequential SDP approach to derive tracking error bounds for the inexact
OGD method.

3.1 Analysis of inexact OGD with additive absolute error

The update rule for the inexact OGD method is given by:

xt+1 = xt − αt(∇ft(xt) + vt), (14)

where vt is an error term capturing the inexactness in the gradient. We first assume vt is an
absolute error satisfying the bound ‖vt‖ ≤ ct. We have the following result.

Lemma 3.1. Consider the inexact OGD method (14). For all t, we assume: i) ft ∈ S(mt, Lt); ii)

‖x∗t+1 − x∗t ‖ ≤ σt; iii) ‖vt‖ ≤ ct . If there exist non-negative scalars (ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t ) such that

the following matrix inequality holds











1− ρ2t − 2λ
(1)
t Ltmt −αt + λ

(1)
t (Lt +mt) 1 −αt

−αt + λ
(1)
t (Lt +mt) α2

t − 2λ
(1)
t −αt α2

t

1 −αt 1− λ
(2)
t −αt

−αt α2
t −αt α2

t − λ
(3)
t











� 0, (15)

then the iterates from (14) satisfy
∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2t ‖xt − x∗t ‖2 + λ
(2)
t σ2t + λ

(3)
t c2t .

2If 0 ≤ αt ≤
2

Lt+mt
, the left side of (12) with the substitution of the above parameters becomes

(1 + νt)
(

(mt + Lt)α
2
2 − 2αt

)

Lt −mt





m2
t −mt 0

−mt 1 0
0 0 0



− νt





1
−αt

− 1
νt





[

1 −αt − 1
νt

]

� 0.

The verification for the case with 2
Lt+mt

≤ αt ≤
2
Lt

is similar.
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Proof. We can rewrite (14) as xt+1−x∗t+1 = xt−x∗t−α∇ft(xt)+et−αvt, where et = x∗t−x∗t+1. If we

set ξt = xt−x∗t , wt =
[

∇ft(xt)T eTt vTt
]T

, and Bt =
[

−αt 1 −αt
]

, then (14) becomes a special

case of (5). The assumption ft ∈ S(mt, Lt) ensures a supply rate condition withX
(1)
t = diag(Yt, 0, 0)

and Λ
(1)
t = 0 (recall that Yt is defined by (4)). The bound ‖x∗t+1 − x∗t‖ ≤ σt leads to the second

supply rate condition with X
(2)
t = diag(0, 0, 1, 0) and Λ

(2)
t = σ2t . Based on ‖vt‖ ≤ ct, we have

X
(3)
t = diag(0, 0, 0, 1) and Λ

(3)
t = c2t . This leads to the desired LMI.

Next, we solve the sequential SDP (11) exactly and obtain the following bound.

Theorem 3.2. Suppose αt ≤ 2
Lt

for all t. Let Tt ⊆ R
4
+ denote the set of tuples

(

ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t

)

that satisfy the condition (15). Suppose the assumptions in Lemma 3.1 hold for all t. Then the
bound Ût defined in (11) with J = 3 is given by

Ût+1 =

(

µt

√

Ût + σt + αtct

)2

. (16)

Proof. Based on Proposition 2.2, we need to solve the following problem:

Ût+1 = minimize
(ρt,λ

(1)
t ,λ

(2)
t ,λ

(3)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t + λ

(3)
t c2t . (17)

Solving (17) exactly is not easy due to the LMI constraint. We will transform (17) to an equivalent

problem with simpler constraints. Set λ
(2)
t = 1 + 1

νt
and λ

(3)
t = α2

t (1 + νt)
(

1 + 1
ζt

)

. By the Schur

complement, (15) is equivalent to ζt > 0, νt > 0 and

[

(1 + νt)(1 + ζt)− ρ2t − 2λ
(1)
t Ltmt λ

(1)
t (Lt +mt)− αt(1 + νt)(1 + ζt)

λ
(1)
t (Lt +mt)− αt(1 + νt)(1 + ζt) α2

t (1 + νt)(1 + ζt)− 2λ
(1)
t

]

� 0.

Set τt :=
2λ

(1)
t

(1+νt)(1+ζt)
− α2

t . We have λ
(1)
t = 1

2

(

α2
t + τt

)

(1 + νt)(1 + ζt). Define h(τt) as

h(τt) = 1− αt(Lt +mt) +
α2
t (m

2
t + L2

t )

2
+
τt (Lt −mt)

2

4
+
α2
t (αt (Lt +mt)− 2)2

4τt
. (18)

Then the above matrix inequality condition holds if and only if ζt > 0, νt > 0, τt ≥ 0, and
(1+νt)(1+ ζt)h(τt) ≤ ρ2t . It is straightforward to verify h(τt) ≥ 0 for all τt ≥ 0. In addition, we can

show that the optimal choice of τt minimizing h(τt) has to satisfy τt
4 (Lt −mt)

2 =
α2
t (αt(Lt+mt)−2)2

4τt

and eventually leads to minτt≥0 h(τt) = µ2t , where µt is defined by (4). Hence we have

Ût+1 = min
νt>0

(

min
ζt>0

(

(1 + νt)

(

min
τt≥0

(

(1 + ζt)h(τt)Ût + α2
t c

2
t

(

1 +
1

ζt

)

+
σ2t
νt

))))

= min
νt>0

(

min
ζt>0

(

(1 + νt)

(

(1 + ζt)

(

min
τt≥0

h(τt)

)

Ût + α2
t c

2
t

(

1 +
1

ζt

)

+
σ2t
νt

)))

= min
νt>0

(

min
ζt>0

(

(1 + νt)

(

(1 + ζt)µ
2
t Ût +

(

1 +
1

ζt

)

α2
t c

2
t +

σ2t
νt

)))

8



Now we can solve (17) as

Ût+1 = min
νt>0

(

(1 + νt)

(

µt

√

Ût + αtct

)2

+ α2
t

(

1 +
1

νt

)

σ2t

)

=

(

µt

√

Ût + σt + αtct

)2

.

This completes our proof.

We can see that (16) gives a simple analytical formula describing the recursion of {Ût}, and Ût
can be easily rewritten as a function of Û0 and {µk, σk}t−1

k=0 given the fact

√

Ût+1 = µt
√

Ût+σt+αtct.
In Section 6, we will show how to convert this recursive tracking error bound into a dynamic regret
bound. It is also easy to verify that the choice of αt that minimizes the iterative bound in (16)
is given by α̂t =

2
Lt+mt

. The recursive bound in (16) can be further simplified if we take Lt = L,
mt = m, and αt = α for all t. In this case, we have µt = µ ∀t with µ given by

µ :=

{

1−mα if 0 ≤ α ≤ 2
m+L

αL− 1 if 2
m+L ≤ α ≤ 2

L

,

Then (16) can be simplified as

√

Ût+1 = µ
√

Ût + σ + αc, which can be equivalently rewritten

as
√

Ût = µt
(
√

Û0 − σ+αc
1−µ

)

+ σ+αc
1−µ . Clearly,

√

Ût converges linearly to the steady state value

(σ + αc)/(1 − µ) with a rate specified by µ.

Remark 3.1 (Connections with exact OGD results). If ct = 0, we can modify the above argument

to show that the exact analytical solution to (13) is given by Ût+1 = (µt
√

Ût + σt)
2. In contrast,

the previous feasible point argument in Section 2 only proves Ût+1 ≤ (µt
√

Ût + σt)
2. If mt = m,

Lt = L, and αt = α for all t, the formula for Ût becomes
√

Ût = µt
(
√

Û0 − σ
1−µ

)

+ σ
1−µ . Clearly,

√

Ût converges to its steady-state value (which is σ/(1 − µ)) at a linear rate given by µ. Since
we have ‖xt − x∗t‖ ≤

√
Ut, we can see that our analysis recovers the previous exact OGD bound

in [25, Theorem 3.1]. If σ ≡ 0, we can also recover the convergence bound for the case of static

optimization, i.e.
√

Ût ≤ µt
√

Û0. This provides a good sanity check for our unified analysis.

3.2 Analysis of inexact OGD with additive relative error

Next, we consider the inexact OGD method (14) with a more complicated error model. We assume
that the bias term vt satisfies ‖vt‖ ≤ δt ‖∇ft(xt)‖ for some known constant δt. Such a relative error
bound has been extensively studied in the stationary cost setting [5, 12, 17, 24]. As commented
in [5], this assumption means | sin(θ)| ≤ δt with θ being the angle between ∇ft(xt) and the true
update direction (∇ft(xt) + vt). Now we discuss the impacts of such a relative error term on the
tracking capability of OGD. We have the following LMI condition.

Lemma 3.3. Consider the inexact OGD method (14). For all t, we assume: i) ft ∈ S (mt, Lt);
ii) ‖x∗t+1 − x∗t‖ ≤ σt; iii) ‖vt‖ ≤ δt ‖∇ft(xt)‖ for δt > 0. If there exist non-negative scalars

(ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t ) such that the following matrix inequality holds










1− ρ2t − 2λ
(1)
t Ltmt −αt + λ

(1)
t (Lt +mt) 1 −αt

−αt + λ
(1)
t (Lt +mt) α2

t − 2λ
(1)
t + δ2t λ

(3)
t −αt α2

t

1 −αt 1− λ
(2)
t −αt

−αt α2
t −αt α2

t − λ
(3)
t











� 0, (19)
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then the inexact OGD update (14) satisfies
∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2t ‖xt − x∗t‖2 + λ
(2)
t σ2t .

Proof. We can adopt (X
(1)
t ,Λ

(1)
t ,X

(2)
t ,Λ

(2)
t ) from the proof of Lemma 3.1. The inequality ‖vt‖ ≤

δt ‖∇ft(xt)‖ can be rewritten as a third supply rate condition with X
(3)
t = diag(0,−δ2t , 0, 1) and

Λ
(3)
t = 0. This leads to the desired conclusion.

It is important to notice that the LMI in Lemma 3.3 is only feasible when some reasonable
bound on δt is posed. We will provide such bounds in our next result. We can see that (19) and

(15) are quite similar. The only difference is that there is an extra term δ2t λ
(3)
t in the (2, 2)-th entry

of the LMI (19). However, such a small change will cause the analytical solution of the resultant
SDP problem (11) to become much more complicated. We formalize this result as below.

Theorem 3.4. Suppose 0 ≤ αt ≤ 2
(1+δt)Lt

and δt ∈ [0, 2mt

Lt+mt
) for all t. Let Tt ⊆ R

4
+ denote

the set of tuples
(

ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t

)

that satisfy the condition (19). Suppose the assumptions in

Lemma 3.3 hold for all t. Then the recursive bound Ût defined in (11) with J = 3 is given by

Ût+1 =
(

ρ̂t
√

Ût + σt

)2
, with ρ̂t being defined as

ρ̂t :=















1− αtmt(1 − δt) if 0 ≤ αt ≤ αt−
(

1− 2αtLtmt

Lt+mt
+

αtδ
2
t (Lt+mt−2αtLtmt)
2−αt(Lt+mt)

) 1
2

if αt− ≤ αt ≤ αt+

(1 + δt)αtLt − 1 if αt+ ≤ αt ≤ 2
(1+δt)Lt

(20)

for αt− := 1
1−δt (

2
Lt+mt

− δt
mt

) and αt+ := 1
1+δt

( 2
Lt+mt

+ δt
Lt
).

Proof. Based on Proposition 2.2, we need to solve the following problem:

Ût+1 = minimize
(ρt,λ

(1)
t ,λ

(2)
t ,λ

(3)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t . (21)

In order to solve (21) analytically, we will apply a change of variables again. Set λ
(2)
t = 1 + 1

νt

and λ
(3)
t = α2

t (1 + νt)
(

1 + 1
ζt

)

. Then we can apply the Schur complement to convert (19) to the

following equivalent form:

[

ψ (ζt, νt)− ρ2t − 2Ltmtλ
(1)
t λ

(1)
t (Lt +mt)− αtψ (ζt, νt)

λ
(1)
t (Lt +mt)− αtψ (ζt, νt) α2

tψ (ζt, νt)
(

1 +
δ2t
ζt

)

− 2λ
(1)
t

]

� 0, ζt > 0, νt > 0,

where ψ(ζt, νt) := (1 + ζt)(1 + νt). Then we set τt := 2λ
(1)
t − α2

tψ(ζt, νt)
(

1 +
δ2t
ζt

)

. Consequently,

we have λ
(1)
t = 1

2

(

τt + α2
tψ(ζt, νt)

(

1 +
δ2t
ζt

))

. By applying the Schur complement and setting

χt := αt

(

1 +
δ2t
ζt

)

, we can show that the above LMI holds if and only if ζt > 0, νt > 0, τt ≥ 0 and

h(ζt, νt, τt) ≤ ρ2t , where h(ζt, νt, τt) is defined as

h (ζt, νt, τt) = −ψ(ζt, νt) (αtLtmtχt − 1) +
α2
tψ(ζt, νt)

2

4τt
(2− χt (Lt +mt))

2 +
τt
4

(Lt −mt)
2 − αtψ(ζt, νt)

2
(Lt +mt) (2− χt (Lt +mt)) .

10



Therefore, (21) is equivalent to the following optimization:

Ût+1 = min
νt>0

(

min
ζt>0

(

min
τt≥0

(

min
h(ζt,νt,τt)≤ρ2t

(

ρ2t Ût +

(

1 +
1

νt

)

σ2t

)

)))

. (22)

Notice 1 − αt(mt + Lt) +
α2
t (m

2
t+L

2
t )

2 ≥ 0, and hence we have h(ζt, νt, τt) ≥ 0 for all νt > 0, ζt > 0,
and τt ≥ 0. Hence we can simplify (22) as

Ût+1 = min
νt>0

(

min
ζt>0

(

min
τt≥0

(

h(ζt, νt, τt)Ût +

(

1 +
1

νt

)

σ2t

)))

= min
νt>0

(

min
ζt>0

(

ĥ(ζt, νt)Ût +

(

1 +
1

νt

)

σ2t

))

= min
νt>0

((

min
ζt>0

ĥ(ζt, νt)

)

Ût +

(

1 +
1

νt

)

σ2t

)

,

where ĥ(ζt, νt) := minτt≥0 h(ζt, νt, τt) yields the following explicit formula:

ĥ (ζt, νt) := ψ(ζt, νt) (1− αtLtmtχt) +
αtψ(ζt, νt) (Lt −mt)

2

∣

∣

∣

∣

∣

αt (Lt +mt)

(

1 +
δ2t
ζt

)

− 2

∣

∣

∣

∣

∣

− αtψ(ζt, νt) (Lt +mt)

2
(2− χt (Lt +mt)) .

(23)

Clearly, the above optimal ĥ is achieved at τt =
αtψ(ζt,νt)
Lt−mt

∣

∣

∣αt (Lt +mt)
(

1 +
δ2t
ζt

)

− 2
∣

∣

∣. The rest of

the proof relies on the following key observation:

min
ζt>0

ĥ(ζt, νt) = (1 + νt)ρ̂
2
t , (24)

where ρ̂t is defined by (20). Once (24) is shown, it is trivial to verify

Ût+1 = min
νt>0

(

(1 + νt)ρ̂
2
t Ût +

(

1 +
1

νt

)

σ2t

)

=

(

ρ̂t

√

Ût + σt

)2

,

which directly leads to the desired conclusion.
To verify (24), we will use (23) to derive the analytical form of minζt>0 ĥ(ζt, νt), which heavily

relies on the sign of ζ̄t :=
δ2tαt(Lt+mt)
2−αt(Lt+mt)

. If αt ≥ 2
Lt+mt

, then we have ζ̄t ≤ 0. In this case, we can

apply (23) to show ĥ (ζt, νt) = (1 + ζt)(1 + νt)
(

(αtLt − 1)2 +
α2
t δ

2
tL

2
t

ζt

)

for all ζt > 0. Then we can

minimize ĥ via choosing ζt =
αtδtLt

|αtLt−1| . Consequently, (24) holds for α ≥ 2
mt+Lt

. Notice we require
ρ̂t < 1 such that the iterative bound makes sense. This poses an upper bound on the stepsize αt.
Specifically, we need αt ≤ 2

(1+δt)Lt
.

If αt <
2

m+L , we have ζ̄t > 0. Then (23) leads to

ĥ(ζt, νt) =







(1 + ζt)(1 + νt)
(

(αtLt − 1)2 +
α2
t δ

2
tL

2
t

ζt

)

if 0 < ζt ≤ ζ̄t

(1 + ζt)(1 + νt)
(

(1− αtmt)
2 +

α2
t δ

2
tm

2
t

ζt

)

if ζt > ζ̄t
(25)
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To obtain the analytical form of minζt>0 ĥ(ζt, νt), we define ζtL := αtδtLt

|αtLt−1| and ζtm := αtδtmt

1−mtαt
. Due

to the fact αt <
2

mt+Lt
, we can show ζtm ≤ ζtL. The analytical form of minζt>0 ĥ(ζt, νt) depends

on the ordering relation between ζ̄t and (ζtm, ζtL) as follows.

• If ζ̄t ≤ ζtm ≤ ζtL, we can fix νt and show ĥ is monotonically decreasing for 0 < ζt ≤ ζ̄t. Since
ζtm ≥ ζ̄t, we know ĥ is monotonically decreasing for ζt ≤ ζtm and monotonically increasing
for ζt ≥ ζtm. Therefore, ĥ attains the minimum value at ζt = ζtm. The relationship ζ̄t ≤ ζtm
can be equivalently transformed into the stepsize bound 0 ≤ αt ≤ αt− .

• If ζtm ≤ ζ̄t ≤ ζtL, then ĥ is monotonically decreasing for 0 < ζt ≤ ζ̄t and monotonically
increasing for ζt ≥ ζ̄t. Hence ĥ attains the global minimum at ζt = ζ̄t. The relationship
ζtm ≤ ζ̄t ≤ ζtL can be transformed into the stepsize bound αt− ≤ αt ≤ αt+ .

• If ζtm < ζtL ≤ ζ̄t, we can apply a similar argument to show that ĥ is monotonically decreasing
for ζt ≤ ζtL and monotonically increasing for ζt ≥ ζtL. Therefore ĥ attains its minimum at
ζt = ζtL, and the bound ζtm < ζtL ≤ ζ̄t is equivalent to the stepzise bound αt ≥ αt+ .

To summarize, for any νt > 0, the function ĥ(ζt, νt) is minimized via choosing ζt = αtδtmt

1−mtαt
for

0 ≤ αt ≤ αt− , ζt =
δ2tαt(Lt+mt)
2−αt(Lt+mt)

for αt− ≤ αt ≤ αt+ , and ζt =
αtδtLt

αtLt−1 for αt+ ≤ αt ≤ 2
(1+δt)Lt

. Hence

(24) holds as desired, and this completes our proof.

The above theorem characterizes the dependence of the tracking error on δt. Obviously, increas-
ing δt leads to slower convergence speed and larger steady-state error. If δt = 0 for all t, our bound

reduces to the exact OGD bound, i.e.

√

Ût+1 = µt
√

Ût+σt. If σt = 0 (i.e. x∗t+1 = x∗t ) for all t and
(mt, Lt, δt) do not change over t, our bound reduces to [12, Propositions 1.3 & 1.4], which give the
convergence rate of the inexact gradient method subject to a relative error in the stationary cost
setting.

Remark 3.2. The recursive bound Ût+1 = (ρ̂t
√

Ût + σt)
2 can be further simplified if we take

Lt = L, mt = m, αt = α and δ ≥ δt for all t . In this case, we have ρ̂t = ρ̂. The simplified

convergence bound is given by

√

Ût+1 = ρ̂
√

Ût + σt which leads us to the asymptotic bound
√

Ût =

ρ̂t
(
√

Û0 − σ
1−ρ̂

)

+ σ
1−ρ̂ . Clearly,

√

Ût converges linearly to the steady state value σ/(1 − ρ̂) with

the convergence rate quantified by ρ̂.

3.3 Analysis in the inexact variational inequality setting

Now we consider a different generalized setting where the inexact OGD method is extended to the
variational inequality (VI) problem. At every time step t, the VI problem considers finding the
point x∗t such that Ft(x

∗
t )
T (x − x∗t ) ≥ 0 ∀x ∈ X , where Ft : R

p → R
p is a vector field, and X is a

prescribed convex set. For simplicity, we consider X = R
p, and hence x∗t satisfies Ft(x

∗
t ) = 0. The

following algorithm can be viewed as the extension of the inexact OGD method to the VI setting:

xt+1 = xt − αt(Ft(xt) + vt). (26)

We assume vt is a bias term satisfying a general error bound ‖vt‖2 ≤ δ2t ‖Ft(xt)‖2 + c2t for some
δt and ct. If Ft happens to be the gradient of some function ft, then the above algorithm reduces

12



to the inexact OGD method. However, the above VI setting is more general, and can cover the
minimax game problem where (26) actually becomes the online version of the gradient descent-
ascent method [43].

We are interested in analyzing how closely the iterates {xt} generated by (26) can track the
sequence {x∗t }. We make the standard assumptions [43] that Ft is strongly monotone3 and Lipschitz.
These assumptions lead to new supply rate conditions which are used to formulate the following
LMI condition.

Lemma 3.5. Consider the update rule (26). For all t, we assume: i) Ft is mt-strongly-monotone,
ii) Ft is Lt-Lipschitz, i.e. ‖Ft(x)− Ft(x̃)‖ ≤ Lt ‖x− x̃‖ for all x, x̃ ∈ R

p, iii) ‖vt‖2 ≤ δ2t ‖Ft(xt)‖2+
c2t , and iv) ‖x∗t+1 − x∗t ‖ ≤ σt. If there exist non-negative scalars (ρt, λ

(1)
t , λ

(2)
t , λ

(3)
t , λ

(4)
t ) such that











1− ρ2t + λ
(4)
t L2

t − 2λ
(1)
t mt λ

(1)
t − αt 1 −αt

λ
(1)
t − αt α2

t − λ
(4)
t + δ2t λ

(3)
t −αt α2

t

1 −αt 1− λ
(2)
t −αt

−αt α2
t −αt α2

t − λ
(3)
t











� 0, (27)

then the iterates of (26) satisfy
∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2t ‖xt − x∗t‖2 + λ
(2)
t σ2t + λ

(3)
t c2t .

Proof. Denote et = x∗t − x∗t+1. Then (26) can be rewritten as xt+1 − x∗t+1 = xt − x∗t − αtFt(xt) +
et − αtvt, which is a special case of (5) with ξt = xt − x∗t , Bt =

[

−αt 1 −αt
]

, and wt =
[

Ft(xt)
T eTt vTt

]T
. Since Ft is assumed to be mt-strongly-monotone, we know Ft(xt)

T (xt −

x∗t ) ≥ mt ‖xt − x∗t‖2, Denoting Mt =

[

2mt −1
−1 0

]

, we obtain a supply rate (6) with
(

X
(1)
t ,Λ

(1)
t

)

=
([

Mt 02×2

02×2 02×2

]

, 0

)

. The assumption ‖x∗t+1 − x∗t‖ ≤ σt leads to the second supply rate condition

with X
(2)
t = diag(0, 0, 1, 0) and Λ

(2)
t = σ2t . The error bound on vt can be recast as the third

supply condition with X
(3)
t = diag(0,−δ2t , 0, 1) and Λ

(3)
t = c2t . Finally, the assumption that Ft is

Lt-Lipschitz leads to the fourth supply rate condition with X
(4)
t = diag(−L2

t , 1, 0, 0) and Λ
(4)
t = 0.

Then we can directly apply Proposition 2.1 to obtain the LMI condition (27).

Similarly, we can solve the resultant sequential SDP and obtain the following bound.

Theorem 3.6. Suppose αt ≤ 2(mt−δtLt)
L2
t (1−δ2t )

and δt ≤ mt

Lt
for all t. Let Tt ⊆ R

5
+ be the set of tuples

(ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t , λ

(4)
t ) that satisfy (27). Suppose the assumptions in Lemma 3.5 hold. Then the

bound Ût defined in (11) with J = 4 is given by

Ût+1 =

(
√

(1− 2mtαt + α2
tL

2
t )Ût + αt

√

c2t + δ2t L
2
t Ût + σt

)2

. (28)

Proof. The proof still relies on the Schur complement lemma and some algebraic manipulations.
We defer the detailed proof to the appendix.

3The mapping Ft is said to be mt-strongly-monotone if (Ft(x) − Ft(x̃))
T (x − x̃) ≥ mt ‖x− x̃‖2 for all x, x̃ ∈ R

p

for a given mt > 0.
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From (28), we have
√
Ut+1 ≤ (

√

1− 2mtαt + α2
tL

2
t + αtLtδt)

√

Ût + αtct + σt. The conditions

αt ≤ 2(mt−δtLt)
L2
t (1−δ2t )

and δt ≤ mt

Lt
ensure

√

1− 2mtαt + α2
tL

2
t + αtLtδt ≤ 1. We can further derive a

dynamic regret bound. Such a result will be presented in Section 6. If Lt = L, mt = m, δt = δ,
ct = c, σt = σ, and αt = α for all t, then we can easily show that Ût converges linearly to a small
ball as follows:

Ût ≤ (
√

1− 2mα+ α2L2 + αLδ)tÛ0 +
αc+ σ

1−
√
1− 2mα+ α2L2 + αLδ

.

Remark 3.3. Our proof for Theorem 3.6 can be easily modified to show that the recursive bound
in [17, Remark 3] actually gives the exact solution for the sequential SDP in [17, Proposition 1].
Hence our proof technique bridges the analysis gap in [17]. More explanations are provided in the
appendix.

4 Tracking error bounds for online stochastic gradient methods

In this section, we consider the case where the inexactness in the online gradient oracle has a
stochastic nature. We will tailor our sequential SDP approach for analyzing the mean-square error
of such stochastic online algorithms.

4.1 Dissipativity theory for stochastic dynamic systems

The dissipativity framework presented in Section 2 can be tailored to analyze dynamic systems
subject to stochastic noise [17,19]. Consider the dynamic system (5) with the input sequence {wt}
being a stochastic process. We can modify Proposition 2.1 as follows.

Proposition 4.1. Consider the system (5) with {wt} being a stochastic process. Suppose {ξt, wt}
satisfies the following expected supply rate condition for j = 1, · · · , J :

E

(

[

ξt
wt

]T

(X
(j)
t ⊗ Ip)

[

ξt
wt

]

)

≤ Λ
(j)
t . (29)

If there exist non-negative scalars {λ(j)t }Jj=1 and ρt such that the LMI condition (7) holds, then one

must have E ‖ξt+1‖2 ≤ ρ2tE ‖ξt‖2+
∑J

j=1 λ
(j)
t Λ

(j)
t . In addition, if (29) holds as an equality for j ∈ Ω

where Ω is a subset of {1, 2, . . . , J}, then λ(j)t is allowed to be negative for any j ∈ Ω and the LMI
condition still holds.

Proof. From (7), we know (9) holds almost surely. Then we can take the expectation of both sides
of (9), and apply the expected supply rate condition (29) to get the desired conclusion4.

Based on the above result, we can still apply the sequential SDP approach in Proposition 2.2
to obtain mean-square tracking error bounds for online optimization methods subject to stochastic
noise. Next, we will present two case studies.

4Consider the case where (29) holds as an equality for j ∈ Ω. For any j ∈ Ω, we can allow λ
(j)
t to be negative,

and it is straightforward to verify that the desired conclusion still holds.
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4.2 Analysis of stochastic OGD with additive IID noise

Now we study the performance of the inexact OGD scheme (14) under the alternative assumption
that the sequence {vt} is a zero-mean IID process satisfying the mean-square error bound E ‖vt‖2 ≤
c2t . We can apply Proposition 29 to obtain the following result.

Lemma 4.1. Consider the recursion (14). For all t, we assume : i) ft ∈ S (mt, Lt), ii) ‖x∗t+1 −
x∗t‖ ≤ σt, and iii) {vt} is a zero-mean IID process satisfying E ‖vt‖2 ≤ c2t . If there exist non-

negative scalars (ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t ) and real scalars (λ

(4)
t , λ

(5)
t , λ

(6)
t ) such that the following matrix

inequality holds (the definition of Yt is given by (4))











1− ρ2 −αt 1 −αt − λ
(4)
t

−αt α2
t −αt α2

t − λ
(5)
t

1 −αt 1− λ
(2)
t −αt − λ

(6)
t

−αt − λ
(4)
t α2

t − λ
(5)
t −αt − λ

(6)
t α2

t − λ
(3)
t











− λ
(1)
t

[

Yt 02×2

02×2 02×2

]

� 0, (30)

then we must have E

∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2tE ‖xt − x∗t ‖2 + λ
(2)
t σ2t + λ

(3)
t c2t .

Proof. Set ξt = xt − x∗t , wt =
[

∇ft(xt)T eTt vTt
]T

, and Bt =
[

−αt 1 −αt
]

. The assumptions

(i) and (ii) allow us to specify the first two expected supply rate conditions with (X
(1)
t ,Λ

(1)
t ) =

(diag(Yt, 0, 0), 0) and (X
(2)
t ,Λ

(2)
t ) = (diag(0, 0, 1, 0), σ2t ). The mean-square error bound E‖vt‖2 ≤ c2t

can be rewritten as another expected supply rate condition with (X
(3)
t ,Λ

(3)
t ) = (diag(0, 0, 0, 1), c2t ).

Based on the fact that {vt} is a zero-mean IID process, we have E
(

vTt (xt − x∗t )
)

= 0, E
(

vTt ∇ft(xt)
)

=
0, and E

(

vTt et
)

= 0. These three conditions lead to the expected supply rate conditions in the
equality form and can be combined with the first three supply rate conditions to derive the desired

LMI condition. Notice that (λ
(4)
t , λ

(5)
t , λ

(6)
t ) are allowed to be negative since the associated supply

rate conditions are in the equality form.

Next, we can apply the sequential SDP approach to obtain the following recursive mean-square
tracking error bound5.

Theorem 4.2. Suppose αt ≤ 2
Lt
. Let Tt ⊆ R

4
+ × R

3 denote the set of tuples
(

ρt, λ
(1)
t , . . . , λ

(6)
t

)

that satisfy the LMI condition (30) . If the assumptions in (4.1) hold, then the bound Ût defined in
(11) with J = 6 is exactly given by

Ût+1 =

(

µt

√

Ût + σt

)2

+ α2
t c

2
t . (31)

Proof. Based on Proposition 2.2, we know that Ût+1 can be calculated as

Ût+1 = minimize
(ρt,λ

(1)
t ,...,λ

(6)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t + λ

(3)
t c2t . (32)

5In this case, we will have E ‖xt − x∗

t ‖
2 ≤ Ût, where Ût is solved from the sequential SDP problem in Proposition

2.2.
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For any (ρt, λ
(1)
t , · · · , λ(6)t ) ∈ Tt, the 3 × 3 upper-left block of the left side of (30) must be neg-

ative semidefinite, and hence we know (12) holds. Let T̂t ⊂ R
4
+ × R

3 denote the set of tuples
(

ρt, λ
(1)
t , · · · , λ(6)t

)

that satisfy the LMI condition (12). Then we know Tt ⊂ T̂t. Noticing λ(3)t ≥ α2
t

for any point in Tt, we can make the following claim:

Ût+1 ≥ minimize
(ρt,λ

(1)
t ,··· ,λ(6)t )∈Tt

ρ2t Ût + λ
(2)
t σ2t + α2

t c
2
t

≥ minimize
(ρt,λ

(1)
t ,··· ,λ(6)t )∈T̂t

ρ2t Ût + λ
(2)
t σ2t + α2

t c
2
t

= minimize
(ρt,λ

(1)
t ,λ

(2)
t )∈V̂t

ρ2t Ût + λ
(2)
t σ2t + α2

t c
2
t

=

(

µt

√

Ût + σt

)2

+ α2
t c

2
t ,

where V̂t ⊂ R
3
+ denotes the set of tuples

(

ρt, λ
(1)
t , λ

(2)
t

)

that satisfy the LMI condition (12), and

the last step can be easily verified using the argument in Section 3.1. It is also straightforward

to verify that ρ2t = µ2t (1 + νt), λ
(1)
t = µtαt(1+νt)

Lt−mt
, λ

(2)
t = α2

t , λ
(3)
t = 1 + 1

νt
, λ

(4)
t = −αt, λ(5)t =

α2
t , λ

(6)
t = −αt is a feasible point in Tt. For the above feasible point, we have ρ2t Ût+λ

(2)
t σ2t +α

2
t c

2
t =

(

µt
√

Ût + σt

)2
+ α2

t c
2
t . Therefore, we also have Ût+1 ≤

(

µt
√

Ût + σt

)2
+ α2

t c
2
t . Combining the

upper and lower bounds for Ût+1, we reach the desired conclusion.

Remark 4.1. We can see that the bound in (31) is always smaller than or equal to the bound in
(16). Obviously, the stochastic assumption on {vt} allows us to derive a refined bound. If we have

Lt = L, mt = m, αt = α, σt = σ and ct = c for all t, then (31) becomes Ût+1 = (µ
√

Ût+σ)
2+α2c2.

Then it seems that both (31) and (16) lead to the bound
√

Ût ≤ µt
√

Û0 +
σ+αc
1−µ , which states that

√

Ût converges linearly to an asymptotic value αc
1−µ at the rate µ. However, we can use (31) to

derive a different bound with an improved asymptotic value. Noticing 0 ≤ µ ≤ 1, the fixed point of

(31) is unique and satisfies U∗ = (µ
√
U∗+σ)2+α2c2. We have

√
U∗ =

µσ+
√
σ2+α2c2(1−µ2)
1−µ2 . Notice

that the right side of (31) is concave in Ût, and hence we have Ût+1 ≤ U∗+
(

µ+ σ√
U∗

)

(Ût−U∗) ≤
(

µ+ σ√
U∗

)t+1
Û0 + U∗. Since we know (µ + σ/

√
U∗)2 = 1 − α2c2/U∗ ≤ 1, we have obtained an

alternative bound which gives the true value U∗ at the price of yielding a slower rate.

4.3 Analysis of stochastic OGD in the finite-sum setting

For many machine learning tasks, the cost function has a finite-sum structure. For instance, the
total cost in supervised learning can be typically decomposed as a sum of the loss on different
data points in the training set. If the data points used for training are time-varying, then we

have ft =
1
n

∑n
i=1 f

(i)
t , where n is the size of the training set. Instead of utilizing the full gradient

information, one can randomly sample one data point from the training set and use the following
stochastic online gradient scheme:

xt+1 = xt − α∇f (it)t (xt), (33)
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where it ∈ {1, 2, · · · , n} is an index sampled in an IID manner. In such a setting, we can still apply
Proposition 4.1 to obtain the following LMI condition.

Lemma 4.3. Consider the recursion (33). For all t, we assume: i) ft is mt-strongly convex, and

ii) ‖x∗t+1 − x∗t ‖ ≤ σt. Denote Gt =
1
n

∑n
i=1

∥

∥

∥
∇f (i)t (x∗t )

∥

∥

∥

2
. Based on the assumption on f

(i)
t , we

define X̃t ∈ R
2×2 as follows.

X̃t :=































[

2L2
t 0

0 −1

]

if f
(i)
t is Lt-smooth

[

0 Lt
Lt −1

]

if f
(i)
t is Lt-smooth and convex

[

−2Ltmt Lt +mt

Lt +mt −1

]

if f
(i)
t is Lt ∈ F(mt, Lt)

. (34)

If there exists non-negative scalars (ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t ) such that





1− ρ2t −αt 1
−αt α2

t −αt
1 −αt 1− λ

(2)
t



+ λ
(1)
t





−2mt 1 0
1 0 0
0 0 0



+ λ
(3)
t

[

X̃t 02×1

01×2 0

]

� 0, (35)

then the iterates of (33) satisfy E
∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2tE ‖xt − x∗t‖2 + λ
(2)
t σ2t + 2λ

(3)
t G2

t .

Proof. We can set et = x∗t −x∗t+1 and rewrite (33) as xt+1−x∗t+1 = xt−x∗t −α∇f
(it)
t (xt)+et, which

becomes a special case of (5) if we set ξt = xt − x∗t , Bt =
[

−αt 1
]

, and wt =
[

∇f (it)t (xt)
T eTt

]T

.

The mt-strong convexity of ft leads to a supply rate condition with (X
(1)
t ,Λ

(1)
t ) = (diag(Mt, 0), 0),

whereMt is given by (4). The assumption ‖et‖ ≤ σt leads to the second supply rate condition with

X
(2)
t = diag(0, 0, 1) and Λ

(2)
t = σ2t . The assumption on f

(i)
t can be translated to the third supply

rate condition with X
(3)
t = − diag(X̃t, 0) and Λ

(3)
t = 2G2

t . Combining these supply rate conditions
with Proposition 4.1 immediately leads to the desired LMI.

Incorporating (35) into our sequential SDP framework, we obtain the following result.

Theorem 4.4. Suppose αt ∈ [0, ᾱt], where ᾱt is defined as

ᾱt :=















mt

L2
t

if f
(i)
t is Lt-smooth

1
Lt

if f
(i)
t is Lt-smooth and convex

1
Lt+mt

if f
(i)
t is Lt-smooth and mt-strongly convex

.

Let Tt ⊆ R
4
+ denote the set of tuples

(

ρt, λ
(1)
t , λ

(2)
t , λ

(3)
t

)

that satisfy (35) . Suppose the assumptions

in Lemma 4.3 hold. Then Ût from (11) with J = 3 is given by

Ût+1 =

(
√

ρ̂tÛt + 2α2
tG

2
t + σt

)2

, (36)

where ρ̂t = 1− 2αtmt + m̃α2
t and m̃t := X̃t(1, 1) + 2mtX̃t(2, 1).
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Proof. Based on Proposition 2.2, we need to solve the following problem:

Ût+1 = minimize
(ρt,λ

(1)
t ,λ

(2)
t ,λ

(3)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t + 2λ

(3)
t G2

t . (37)

Set λ
(2)
t = 1+ 1

νt
. We can apply the Schur complement to convert (35) to the equivalent condition,

i.e. νt > 0, λ
(1)
t ≥ 0, λ

(3)
t ≥ 0 and :

[

(1 + νt)− ρ2t − 2mtλ
(1)
t + λ

(3)
t X̃t(1, 1) λ

(1)
t + λ

(3)
t X̃t(1, 2) − αt (1 + νt)

λ
(1)
t + λ

(3)
t X̃(1, 2) − αt (1 + νt) α2

t (1 + νt) + λ
(3)
t X̃(2, 2)

]

� 0.

Noticing X̃t(2, 2) = −1 from (34), we set τt = λ
(3)
t − α2

t (1 + νt), and this leads to λ
(3)
t = τt +

α2
t (1 + νt). Based on the Schur complement lemma, we can set φt := (1 + νt)

(

1− αtX̃t(2, 1)
)

and

show that the above condition is equivalent to νt > 0, τt ≥ 0, λ
(1)
t ≥ 0, and h(νt, τt, λ

(1)
t ) ≤ ρ2t ,

where h(νt, τt, λ
(1)
t ) is defined as

h(νt, τt, λ
(1)
t ) = (1 + νt)

(

1 + α2
t X̃t(1, 1)

)

+ 2λ
(1)
t

(

X̃t(2, 1) −mt

)

+τt

(

X̃t(1, 1) + (X̃t(2, 1))
2
)

+
(λ

(1)
t − αtφt)

2

τt
− 2αtφtX̃t(2, 1).

Next, we want to show h(νt, τt, λ
(1)
t ) ≥ 0. We need to consider three different cases corresponding

to various assumptions on f
(i)
t used in (34).

In the first case, we assume f
(i)
t is only Lt-smooth. We have X̃t(1, 1) = 2L2

t and X̃t(2, 1) = 0
For any fixed νt > 0 and τt ≥ 0, we have

h(νt, τt, λ
(1)
t ) = (1 + νt)

(

1 + α2
t X̃t(1, 1)

)

− 2λ
(1)
t mt + 2L2

t τt +
(λ

(1)
t − αt(1 + νt))

2

τt
,

which is non-negative based on the following fact:

h(νt, τt, λ
(1)
t ) ≥ h(νt, τt, αtφt + τtmt) = (1 + νt)

(

1− 2mtαt + 2L2
tα

2
t

)

+ τt(2L
2
t −m2

t ).

In the second case, we assume f
(i)
t is Lt-smooth and convex. We have X̃t(1, 1) = 0 and X̃t(2, 1) = Lt.

For any fixed νt > 0 and τt ≥ 0, we have:

h(νt, τt, λ
(1)
t ) = 1 + νt + 2λ

(1)
t (Lt −mt) + τtL

2
t +

(λ
(1)
t − αtφt)

2

τt
− 2αtφtLt.

We can prove that h(νt, τt, λ
(1)
t ) has a non-negative lower bound given below by ĥ(νt, τt) for all λ

(1)
t :

ĥ(νt, τt) :=

{

(1 + νt) (1 + 2αtmt (αtLt − 1)) + τtmt(2Lt −mt) if 0 ≤ τt ≤ αtφt
Lt−mt

1 + νt + τtL
2
t +

α2
tφ

2
t

τt
− 2αtφtLt if τt >

αtφt
Lt−mt

Since we know αtφt
Lt

≤ αtφt
Lt−mt

for any fixed νt, we can easily conclude that ĥ(νt, τt) linearly increases

for 0 ≤ τt ≤ αtφt
Lt−mt

and then again monotonically increases for τt >
αtφt
Lt−mt

. Therefore ĥ achieves its
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minimum at τt = 0. Therefore, we must have h(νt, τt, λ
(1)
t ) ≥ h(νt, τt, αt(1+ νt)(1−αtLt)− τt(Lt−

mt)) = ĥ(νt, τt) ≥ 0.

In the third case, f
(i)
t is assumed to be Lt-smooth and mt-strongly convex. We have X̃t(1, 1) =

−2Ltmt and X̃t(2, 1) = Lt +mt. For any νt > 0 and τt ≥ 0, we have

h(νt, τt, λ
(1)
t ) = (1 + νt)

(

1− 2α2
tLtmt

)

+2λ
(1)
t Lt + τt

(

L2
t +m2

t

)

+
(λ

(1)
t − αtφt)

2

τt
− 2αtφt(Lt +mt).

Again, we can prove that h(νt, τt, λ
(1)
t ) has a non-negative lower bound ĥ(νt, τt) for all λ

(1)
t . Specif-

ically, we set ĥ(νt, τt) = (1 + νt)
(

1− 2αtmt + 2α2
tm

2
t

)

+ τtm
2
t for 0 ≤ τt ≤ αtφt

Lt
, and set ĥ(νt, τt) =

(1 + νt) (1− 2α2
tLtmt

)

+ τt
(

L2
t +m2

t

)

+
α2
tφ

2
t

τt
− 2αtφt(Lt + mt) for τt >

αtφt
Lt

. Since we have
αtφt
L2
t+m

2
t

≤ αtφt
Lt

for any fixed νt, we can conclude that ĥ(νt, τt) linearly increases for 0 ≤ τt ≤ αtφt
Lt

and

then again monotonically increases for τt >
αtφt
Lt

. Therefore ĥ achieves its minimum at τt = 0. This

lead us to the fact that h(νt, τt, λ
(1)
t ) ≥ h(νt, τt, αt(1 + νt)(1− αt(Lt +mt)− τtLt) = ĥ(νt, τt) ≥ 0.

Now we know h(νt, τt, λ
(1)
t ) ≥ 0. Denote F (νt, τt) :=

(

1 + 1
νt

)

σ2t + 2
(

τt + α2
t (1 + νt)

)

G2
t , and

the optimization problem (37) can be solved as follows

Ût+1 = min
νt>0



min
τt≥0



 min
λ
(1)
t ≥0



 min
ρ2t≥h

(

νt,τt,λ
(1)
t

)

(

ρ2t Ût + F (νt, τt)
)













= min
νt>0

(

min
τt≥0

(

min
λ
(1)
t ≥0

(

h(νt, τt, λ
(1)
t )Ût + F (νt, τt)

)

))

=

(
√

ρ̂tÛt + 2α2
tG

2
t + σt

)2

.

Notice the optimal λ
(1)
t is given by αt(1 + νt)(1 − αtX̃t(2, 1)). Since λ

(1)
t ≥ 0 and νt > 0, therefore

the derived solution of the above optimization holds if 0 ≤ αtX̃t(2, 1) ≤ 1 which is consistent with
the existing result in [17]. Additionally, notice that ρt ≤ 1 and 0 ≤ αtX̃t(2, 1) ≤ 1 lead to the
desired range of αt for which this result holds.

If we assume Lt = L, mt = m, Gt = G, σt = σ, and αt = α for all t, we can simplify (36) as
√

Ût+1 =

√

ρ̂Ût + 2α2G2 + σ. This leads to the bound
√

Ût ≤ ρ̂
t
2

√

Û0 +
√
2αG+σ
1−

√
ρ̂

, which shows

that
√

Ût converges below a steady state value
√
2αG+σ
1−

√
ρ̂

at a linear rate ρ̂
1
2 . We can also use the

argument in Remark 4.1 to get an alternative bound incoporated with the true steady-state value
limit U∗ satisfying

√
U∗ =

√

ρ̂U∗ + 2α2G2 + σ. The details are omitted.

5 New Bounds for Inexact Proximal Online Gradient Descent

The inexact proximal online gradient descent (IP-OGD) method is proposed in [7] and has shown
great promise in addressing nonsmooth time-varying optimization problems such as robust subspace
tracking. In this setting, the cost at time t is given by a sum ft + gt, where ft is a smooth convex
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function and gt is non-smooth and convex. For each t, the IP-OGD method (or equivalently
Algorithm 1 in [7]) iterates as follows

xt+1 = argmin
x∈Rp

{

1

2α
‖x− xt + α (∇ft(xt) + vt)‖2 + gt(x)

}

, (38)

where the term vt captures the inexactness in the gradient computation and is assumed to satisfy
some prescribed norm bound. The assumption adopted in [7] is E ‖vt‖ ≤ ct. Consequently, the
tracking error bounds derived in [7] hold in L1 sense, i.e. upper bounds are obtained for E ‖xt − x∗t‖.
In this paper, we will adopt a more standard mean-squared error bound for vt, i.e. we assume
E ‖vt‖2 ≤ c2t . We are interested in deriving upper bounds for the mean-square tracking error
E ‖xt − x∗t‖2. Our tracking error bounds hold in the L2 sense, and hence naturally complements
the L1 error bounds in [7]. Other than this one key difference in the assumption for vt, all other
assumptions in our analysis will be the same as the ones used in [7]. We can obtain the following
LMI condition.

Lemma 5.1. For all t, we assume: i) ft ∈ F(mt, Lt), ii) gt is convex and Lg-Lipschitz, iii)

‖x∗t+1 − x∗t‖ ≤ σt, and iv) E ‖vt‖2 ≤ c2t . If there exist non-negative scalars ρt and {λ(j)t }5j=1 such
that the following matrix inequality holds

M(Qt, St, Rt) =

[

Qt St
STt Rt

]

� 0,

where (Qt, St, Rt) are defined as

Qt =

[

1− ρ2t − 2λ
(1)
t Ltmt λ

(1)
t (Lt +mt)− αt

λ
(1)
t (Lt +mt)− αt α2

t − 2λ
(1)
t

]

,

St =

[

λ
(5)
t − αt −αt −αt 1

α2
t − αtλ

(5)
t α2

t α2
t −αt

]

,

Rt =











α2
t − 2αtλ

(5)
t α2

t − αtλ
(5)
t α2

t − αtλ
(5)
t λ

(5)
t − αt

α2
t − αtλ

(5)
t α2

t − λ
(4)
t α2

t −αt
α2
t − αtλ

(5)
t α2

t α2
t − λ

(3)
t −αt

λ
(5)
t − αt −αt −αt 1− λ

(2)
t











,

then the IP-OGD method satisfies the following mean-squared tracking error bound:

E
∥

∥xt+1 − x∗t+1

∥

∥

2 ≤ ρ2tE ‖xt − x∗t ‖2 + λ
(2)
t σ2t + λ

(3)
t c2t + 4λ

(4)
t L2

g.

Proof. The IP-OGD recursion can be rewritten as xt+1 = xt − α (∇ft(xt) + vt) − αrt, where
rt ∈ ∂gt(xt+1). Denote et = x∗t − x∗t+1, and (38) can be rewritten as xt+1 − x∗t+1 = xt − x∗t −
α(∇ft(xt) − ∇ft(x∗t )) − α(rt − r∗t+1) − α(r∗t+1 − r∗t ) − αvt + et, where r∗t is a subgradient of gt
evaluated at x∗t and satisfying r∗t = −∇ft(x∗t ), and r∗t+1 is any subgradient of gt evaluated at x∗t+1.
Set ξt := xt − x∗t . Then the IP-OGD method is a special case of (5) with Bt and wt given as Bt =
[

−αt −αt −αt −αt 1
]

, and wt =
[

∇ft(xt)T −∇ft(x∗t )T rTt − r∗Tt+1 r∗Tt+1 − r∗Tt vTt eTt
]T

.
Next, we provide five different expected supply rate conditions to capture the assumptions in the

above lemma statement. We need to specify (X
(j)
t ,Λ

(j)
t ) for j = 1, 2, · · · , 5. The assumption
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ft ∈ F(mt, Lt) leads to an expected supply rate condition in the form of (29) with (X
(1)
t ,Λ

(1)
t ) =

(diag(Yt, 0, 0, 0, 0), 0), where Yt is given by (4). The condition ‖et‖ ≤ σt can be rewritten in

the quadratic form (29) with (X
(2)
t ,Λ

(2)
t ) =

(

diag(0, 0, 0, 0, 0, 1), σ2t
)

. It is also straightforward to

rewrite E ‖vt‖2 ≤ c2t in the form of (29) with (X
(3)
t ,Λ

(3)
t ) =

(

diag(0, 0, 0, 0, 1, 0), c2t
)

. Since gt is
Lg-Lipschitz for all t, we have

∥

∥r∗t − r∗t+1

∥

∥ ≤ 2Lg which can be recast in the form of (29) with

(X
(4)
t ,Λ

(4)
t ) =

(

diag(0, 0, 0, 1, 0, 0), 4L2
g

)

. The last supply rate condition is a direct consequence of

the convexity of gt, and the condition (rt − r∗t+1)
T (xt+1 − x∗t+1) ≥ 0 can be used to derive a supply

rate condition with the following parameters:

X
(5)
t =

















0 0 −1 0 0 0
0 0 αt 0 0 0
−1 αt 2αt αt αt −1
0 0 αt 0 0 0
0 0 αt 0 0 0
0 0 −1 0 0 0

















, and Λ
(5)
t = 0

Then we can apply Proposition 4.1 to formulate the desired LMI.

Applying our sequential SDP approach, we can obtain the following mean-square tracking error
bound for IP-OGD.

Theorem 5.2. Suppose αt ≤ 2
Lt

for all t. Let Tt ⊆ R
6
+ denote the set of tuples

(

ρt, λ
(1)
t , . . . , λ

(5)
t

)

that satisfy M(Qt, St, Rt) � 0. Suppose the assumptions in Lemma 5.1 hold, then the bound Ût
defined in (11) can be calculated as

Ût+1 =

(

µt

√

Ût + αtσt + ct + 2αtLg

)2

. (39)

Proof. We need to solve the following SDP:

Ût+1 = minimize
(ρt,λ

(1)
t ,...,λ

(5)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t + λ

(3)
t c2t + 4λ

(4)
t L2

g. (40)

We can modify the previous arguments and apply the Schur complement lemma to convert the
above optimization problem into the following equivalent form:

Ût+1 = min
χt>0

(

min
νt>0

(

min
ζt>0

(

min
υt>0

(

min
τt≥0

(

min
φth(τt)≤ρ2t

(

ρ2t Ût + F (χt, νt, ζt, υt)
)

)))))

(41)

where F (χt, νt, ζt, υt) is defined as

F (χt, νt, ζt, υt) := ψt(χt)
−1 (1 + νt)

(

c2t
νt

+ α2
t (1 + ζt)

(

σ2t
ζt

+ 4

(

1 +
1

υt

)

L2
g

))

.

Here we use the notation ψt(χt) :=

(

1 + 1
χt

(

χt−1
2

)2
)−1

. Then we can just solve (41) in the
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following layer-by-layer manner:

Ût+1 = min
χt>0

(

min
νt>0

(

min
ζt>0

(

min
υt>0

(

min
τt≥0

(

φth(τt)Ût + F (χt, νt, ζt, υt)
)

))))

= min
χt>0

(

min
νt>0

(

min
ζt>0

(

min
υt>0

(

φt

(

min
τt≥0

h(τt)

)

Ût + F (χt, νt, ζt, υt)

))))

= min
χt>0

(

min
νt>0

(

min
ζt>0

(

min
υt>0

(

φtµ
2
t Ût + F (χt, νt, ζt, υt)

)

)))

= min
νt>0

(

(1 + νt)

(

min
ζt>0

(

c2t
νt

+ (1 + ζt)

(

α2
tσ

2
t

ζt
+

(

µt

√

Ût + 2αtLg

)2
))))

= min
νt>0

(

(1 + νt)

(

c2t
νt

+

(

µt

√

Ût + αt (σt + 2Lg)

)2
))

=

(

µt

√

Ût + αtσt + ct + 2αtLg

)2

.

Our proof is complete.

Remark 5.1. The recursive bound in (39) can be further simplified to Ût+1 =
(

µ
√

Ût + ασ + c+ 2αLg

)2

by taking Lt = L, mt = m, αt = α, ct = c and σt = σ for all t. The simplified iterative bound leads
us to the following asymptotic bound:

√

Ût = µt
(
√

Û0 −
ασ + c+ 2αLg

1− µ

)

+
ασ + c+ 2αLg

1− µ

Clearly,
√

Ût converges linearly to its steady state value at the rate quantified by µ.

6 Dynamic Regret Analysis

There is a routine which can be used to convert the tracking error bounds derived in the previous
sections into new upper bounds for dynamic regret. Specifically, the following lemma is useful.

Lemma 6.1. Suppose ft is L-smooth, ∇ft(x∗t ) = 0, and ‖xt − x∗t‖2 ≤ Ût ∀t. If the tracking error
bound Ût satisfies the following inequality with some 0 ≤ γ < 1 and ut ≥ 0:

√

Ût+1 ≤ γ

√

Ût + ut, (42)

then the dynamic regret of the online optimization method can be bounded as

T
∑

t=0

(ft(xt)− ft(x
∗
t )) ≤

L

(1− γ)2
Û0 +

L

(1− γ)2

(

T−1
∑

t=0

ut

)2

. (43)

Proof. Since ft is L-smooth and ∇ft(x∗t ) = 0, we have ft(xt) ≤ ft(x
∗
t ) +

L
2 ‖xt − x∗t‖2. There-

fore, the dynamic regret satisfies
∑T

t=0(ft(xt) − ft(x
∗
t )) ≤ L

2

∑T
t=0 ‖xt − x∗t‖2 ≤ L

2

∑T
t=0 Ût ≤
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L
2

(

∑T
t=0

√

Ût

)2
. Based on (42), we have

√

Ût ≤ γt
√

Û0 + γt−1u0 + γt−2u1 + · · · + ut−1. This

leads to the following bound

T
∑

t=0

√

Ût ≤
T
∑

t=0

γt
√

Û0 +
1

1− γ

T−1
∑

t=0

ut ≤
1

1− γ

√

Û0 +
1

1− γ

T−1
∑

t=0

ut.

Therefore, we have
(

∑T
t=0

√

Ût

)2
≤
(

2Û0 + 2(
∑T−1

t=0 ut)
2
)

/(1 − γ)2. This directly leads to the

desired conclusion.

Based on the above result, it is almost a trivial task to convert the tracking error bounds Ût
into dynamic regret bounds. We briefly summarize these result next.

• Inexact OGD with absolute error. If αt = α and µt = µ for all t, we have

√

Ût+1 ≤
µ
√

Ût + σt + αct. Based on Lemma 6.1, the following bound holds

T
∑

t=0

(ft(xt)− ft(x
∗
t )) ≤

L

(1− µ)2
Û0 +

2L

(1− µ)2

(

T−1
∑

t=0

σt

)2

+
2Lα2

(1− µ)2

(

T−1
∑

t=0

ct

)2

.

• Inexact OGD with relative error. If αt = α and ρ̂t = ρ̂ for all t, we have

√

Ût+1 ≤ ρ̂
√

Ût+σt.
Based on Lemma 6.1, the following bound holds

T
∑

t=0

(ft(xt)− ft(x
∗
t )) ≤

L

(1− ρ̂)2
Û0 +

L

(1− ρ̂)2

(

T−1
∑

t=0

σt

)2

.

• Stochastic OGD with additive noise. We can use the stochastic variant of Lemma 6.1
to obtain the stochastic dynamic regret bound. Specifically, we have E ‖xt − x∗t‖2 ≤ Ût and

E (ft(xt)− ft(x
∗
t )) ≤ L

2E ‖xt − x∗t ‖2. From Theorem 4.2, we have the bound

√

Ût+1 ≤ µ
√

Ût +
σt + αct. Then we can slightly modify the proof of Lemma 6.1 to show

T
∑

t=0

E(ft(xt)− ft(x
∗
t )) ≤

L

(1− µ)2
Û0 +

2L

(1− µ)2

(

T−1
∑

t=0

σt

)2

+
2Lα2

(1− µ)2

(

T−1
∑

t=0

ct

)2

.

• Stochastic OGD in the finite-sum setting. From Theorem 4.4, we have the tracking error

bound

√

Ût+1 ≤
√
ρ̂Ût+

√
2αGt+σt. Similarly, we can immediately obtain the stochastic dynamic

regret bound:

T
∑

t=0

E(ft(xt)− ft(x
∗
t )) ≤

LÛ0
(

1−√
ρ̂
)2 +

2L
(

1−√
ρ̂
)2

(

T−1
∑

t=0

σt

)2

+
4Lα2

(

1−√
ρ̂
)2

(

T−1
∑

t=0

Gt

)2

• IP-OGD. In this case, we need to slightly modify the analysis. Specially, we are interested in
deriving an upper bound for

∑T
t=0 E(ht(xt)− ht(x

∗
t )). We have

T
∑

t=0

E(ht(xt)− ht(x
∗
t )) ≤

T
∑

t=0

E(ft(xt)− ft(x
∗
t )) +

T
∑

t=0

E(gt(xt)− gt(x
∗
t ))
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Notice that now we have ∇ft(x∗t ) 6= 0. Since x∗t is the global minimum of ft + gt, we must have
−∇ft(x∗t ) ∈ ∂gt(x

∗
t ). Since gt is Lg-Lipschitz, we have ‖∇ft(x∗t )‖ ≤ Lg. Now we have

T
∑

t=0

E(ht(xt)− ht(x
∗
t )) ≤

L

2

T
∑

t=0

Ût + 2Lg

T
∑

t=0

E ‖xt − x∗t ‖ ≤ L

2

T
∑

t=0

Ût + 2Lg

T
∑

t=0

√

Ût.

Suppose (42) holds. We can easily modify the proof of Lemma 6.1 to show

T
∑

t=0

E(ht(xt)− ht(x
∗
t )) ≤

LÛ0

(1− γ)2
+

2Lg
√

Û0

1− γ
+

L

(1− γ)2

(

T−1
∑

t=0

ut

)2

+
2Lg
1− γ

T−1
∑

t=0

ut.

For IP-OGD, if αt = α and µt = µ for all t, we have γ = µ and ut = ασt + ct + 2αLt. Therefore,
we have the above stochastic dynamic regret bound with γ = µ and ut = ασt + ct + 2αLt.

7 Conclusion

In this paper, we develop analytical solutions for sequential SDPs to yield upper bounds for the
tracking error and dynamic regret of a large family of inexact online optimization methods. Our
analysis provides a unified treatment of inexact online optimization methods in both the determin-
isitc and stochastic settings, and addresses the oracle inexactness in a versatile manner. In the
future, it will be interesting to investigate the analysis of inexact online mirror descent methods,
which requires the use of Bregman divergence as the distance metric for the tracking error.

A Proof of Theorem 3.6

Proof. Based on Proposition 2.2, we need to solve the following problem:

Ût+1 = minimize
(ρt,λ

(1)
t ,λ

(2)
t ,λ

(3)
t ,λ

(4)
t )∈Tt

ρ2t Ût + λ
(2)
t σ2t + λ

(3)
t c2t . (44)

Set λ
(2)
t = 1 + 1

νt
and λ

(3)
t = α2

t (1 + νt)
(

1 + 1
ζt

)

. Then we can apply the Schur complement twice

to show that 27 is equivalent to ζt > 0, νt > 0 and

[

ψ(ζt, νt)− ρ2t + λ
(4)
t L2

t − 2λ
(1)
t mt λ

(1)
t − αtψ(ζt, νt)

λ
(1)
t − αtψ(ζt, νt) α2

tψ(ζt, νt)(1 +
δ2t
ζt
)− λ

(4)
t

]

� 0

where ψ(ζt, νt) := (1 + ζt)(1 + νt). Set τt = λ
(4)
t − α2

tψ(ζt, νt)(1 +
δ2t
ζt
). We have λ

(4)
t = τt +

α2
tψ(ζt, νt)(1 +

δ2t
ζt
). Applying the Schur complement, we can show that the above condition

holds if and only if νt > 0, ζt > 0, τt ≥ 0, and h(νt, ζt, τt, λ
(1)
t ) ≤ ρ2t , where h(νt, ζt, τt, λ

(1)
t ) :=

ψt(νt, ζt)

(

1 + α2
tL

2
t (1 +

δ2t
ζt
)− 2αtλ

(1)
t

τt

)

+ τtL
2
t − 2λ

(1)
t mt+

α2
tψt(νt,ζt)2+(λ

(1)
t )2

τt
. For any νt > 0, ζt > 0

and τt ≥ 0, the optimal choice of λ
(1)
t that minimizes h is given by λ

(1)
t = τtmt+αtψt ≥ 0. We have

h(νt, ζt, τt, λ
(1)
t ) ≥ h(νt, ζt, τt, τtmt + αtψt) = ψtF̄ (ζt) + τt(L

2
t −m2

t ) ≥ 0,
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where F̄ (ζt) := 1− 2αtmt + α2L2
t

(

1 +
δ2t
ζt

)

. Then we can denote F (νt, ζt) :=
(

1 + 1
νt

)

σ2t + α2
t (1 +

νt)
(

1 + 1
ζt

)

c2t and solve (44) as follows

Ût+1 = min
νt>0



min
ζt>0



min
τt≥0



 min
λ
(1)
t ≥0



 min
ρ2t≥h

(

νt,ζt,τt,λ
(1)
t

)

(

ρ2t Ût + F (νt, ζt)
)

















= min
νt>0

(

min
ζt>0

(

min
τt≥0

(

min
λ
(1)
t ≥0

(

h(νt, ζt, τt, λ
(1)
t )Ût + F (νt, ζt)

)

)))

= min
νt>0

(

min
ζt>0

(

min
τt≥0

(

ψt(νt, ζt)F̄ (ζt)Ût + τt(L
2
t −m2

t )Ût + F (νt, ζt)
)

))

= min
νt>0

(

min
ζt>0

(

(1 + νt)

(

(1 + ζt)

(

F̄ (ζt)Ût +
α2
t c

2
t

ζt

)

+
σ2t
νt

)))

= min
νt>0

(

(1 + νt)

(

(

√

(

1− 2αtmt + α2
tL

2
t

)

Ût + αt

√

c2t + δ2tL
2
t Ût

)2

+
σ2t
νt

))

=

(
√

(1− 2mtαt + α2
tL

2
t )Ût + αt

√

c2t + δ2tL
2
t Ût + σt

)2

.

B Explanations of Remark 3.3

The sequential optimization problem in [17, Proposition 1] is equivalent to the following sequential
SDP:

Ût+1 = minimize
(ρt,λ

(1)
t ,λ

(3)
t ,λ

(4)
t )∈Tt

ρ2t Ût + 2λ
(4)
t G2 + λ

(3)
t c2, (45)

where Tt ⊆ R
4
+ is the set of tuples (ρt, λ

(1)
t , λ

(3)
t , λ

(4)
t ) that satisfy (27) with λ

(2)
t = 0. It is worth

mentioning that the above optimization is similar to the sequential SDP in (44) with σt ≡ 0 and
a slightly modified cost function. Next, we can solve (45) analytically to show that the recursive
bound in [17, Remark 3] is indeed the exact solution for the sequential SDP in [17, Proposition

1]. Setting λ
(3)
t = α2

t

(

1 + 1
ζt

)

and repeating the steps performed in Appendix A for the proof of

Theorem 3.6 directly leads to the following bound:

Ût+1 = min
ζt>0

(

(1 + ζt)

(

(

1− 2αtm+ 2α2
tL

2
)

Ût + 2α2
tG

2

(

1 +
δ2

ζt

)

+
α2
t c

2

ζt

))

=

(

αt

√

c2 + 2δ2G2 + 2δ2L2Ût +

√

(

1− 2αtm+ 2α2
tL

2
)

Ût + 2G2α2
t

)2

.
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